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TeraGrid

» Series of interconnected HPC resources with a high speed
Interconnect and shared login/consulting services.

| High Performance Systems |
Peak Memory Running Queued Other

Mame Institution System TElops TBytes Status Load Jobs Jobs Jobs
Kraken MNICS Cray XTS A0E.00 129.00 Up B 24 5 3
Ranger TaCC Sun Constellation 579.40 123.00 Up ] 297 406 100
abe MNCSH Cell Intel 64 Linux Cluster 59.47 9.38 Up* B 194 170 136
Lonestar TACC Cell PawerEdge Linux Cluster 62,16 11.60 Up B 40 90 1
Stesle Purdue Dell Intel 64 Linux Cluster 60,00 1z2.40 Up B G813 189 25
Queen Bee LiMI Dell Intel 64 Linux Cluster 50,70 5.31 Up ] 119 5 1
Lincaln NS Dell/Intel PowerEdge 1950 47 .50 3.00 Up | 1 1] 1]
Big Red U IBM 21350 30.60 .00 Up* ] 611 Q03 43
BigBen PSC Cray XT3 21.50 4 .04 Up ] 13 56 45
TeraGrid Cluster MNCSA IBM Itaniumz Cluster 10,23 4.47 Up ] 45 4 1]
Cobalt MNCSH SGI Altix 6.55 3.00 Up ] 63 473 40
Frost MNCAR IBM BlueGene/L 5.73 0.51 Up | 3 0 10
Pople PSC SGI Altix 4700 5.00 1.54 Up - 38 1] 16
Teraicrid Cluster SOSC IBM Itaniumz Cluster 3.10 1.02 Up* ] 4z 6 1]
TeraGrid Cluster JiC/amML IBM Itaniumz Cluster 0.61 0.24 Up 1 1] 1]
MNETG QR ML IBM IA-32 Cluster 0.34 0.o7 Up | i 1] 1]
Total: 1580.89 314.58 2310 2307 423
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» Teragrid resources also include storage and visualization systems.

Storage Systems

Mame Institution System

IU Archival Storage 10U HPSS

SD=C Tape Storage SDEC HRSS

Ranch THCC Sun StorageTek Mass Storage Facility
M= MZAR Mass Storage System

Data Capacitor I Lustre

Ranger Storage TACC Lustre

SDSC CPES-WAN spsC Global Parallel File System-Wide Area

Metwark

Online offfine
Storage TB Sforage T8
M A 2a000

M8 25000

35 S00n

M 2000

535 M

1700 M Ay

0o A

Total: 2970 60000

Advanced Visualization Systems

Name

Spur

TeraDRE
TeraGrid Cluster

3/10/2009

Institution System

TACC

Furdue
LiC/AaML

Peak
ChUs TFlops
Sun Wisualization Cluster 125 1.13
Condor Pool 14000 A0.00
Intel ¥ean Cluster 192 0.61
Total: 14320 61.74
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1.00
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Graphics Hardware

4 MVYIDIA Quadro Plex model 4, 6 WVIDIA Quadro
Plex 54, Total: 32 NWVIDIA F¥ 5600 GPUs

Mvidia GeForce 6600 GT
nWIDIA GeFORCE 6600GT AGP graphics cards
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3 TeraGrid User Portal - Mozilla Firefox
File Edit Wew Hstory Bookmarks Tools  Help

@ - C X & t%’!httpswportal teragrid.orgfaridsphere aridsphere id=1 DCEDA 15886181 20BCAB1 0447 tqup2?rid=login . D

Facebook | Developers | ] viz Rall; Users Guide

(] Most visited (2) Cornell University - Se...

TACC Ranger User Gu... *% How to Style an Applic. ..

TeraGrid User Portal

] Gmail - Tnbiix (269) - nate a.wondy@g Y Issue Mavigator - ASF JIRA

é z Te ra GridM Welcome, II;I‘;?I‘::;EI Woody
| [Ca User Portal

Home | My TeraGrid | Resources  Documentation | Training | Consulting | Allocations

Welcome Team Changes and Plans  Feedback Citation Info

‘Welcome to the TeraGrid User Portal

About
Tuesday, 10 March 2009
The TeraGrid User Portal is a Weh interface for making TeraGrid account management easier, for getting infarmation about TeraGrid resources, and for
Eeseing Ay of the vieting TeraGrH sarites ra‘eingle plate] On Tuesday, 10 March 2009, the TeraGrid User Portal will undergn systermn maintenance
between 9'a.m. and noon [(CST)
While users may utilize many features of the User Portal without logaing in, authenticating provides access to a full set of services available on the TeraGrid.
Users are not expected to experience any downtime but a minar downtime may be necessary if

All new users will receive a "Mew User Form" wia 1J.5. postal mail containing a User Portal username and password along with their other TeraGrid system cted iy
account usernames and passwords, AR SR ECE U IO IR NS L,
Flease submit any questions you may have via the Consulting section of the TeraGrid User

Feature Spotlight Portal,

http:f/portal teragrid.org/consulting

TeraGrid User Portal Now Offers Interactive Remote Yisualization on Spur

The TeraGrid User Portal team is pleased to announce the transition of the user portal's Remote Visualization feature from Maverick to the new TACC
wisualization resource, Spur. The remote visualization service offers interactive visualization capabilities through a remote WNC desktop session for users
needing to analyze wery large data sets residing on Spur or Ranger, and requires only a Java-capable browser, an active Spur allocation, and a WNC
password set on Spur. The transition to Spur will greatly increase the performance and capability of this service. Spur system configuration includes a Sun Fire
¥4600 server (master node) with:

e 3 dual-core CPUs (16 cores)
* 256 Gigabytes of Memory
e 4 NVIDIA Quadro FXS600 GPUs
7 Sun %4400 servers [visualization nodes), each with:
® 4 guad-core CPUs (16 cores)
* 128 Gigabytes of Memory
® 4 NYIDIA Quadro FXSE00 GPUs
Total system capahility: 128 cores, 1 Terabyte aggregate memory, 32 GPUs

TeraGrid User Portal users may access this service as before, by logging into the portal, visit the 'Resources’ area and select the 'Remote Visualization' to use
the Spur Remote Visualization service.

The TeraGtid project is funded by the Malional Seience Foundation and ineludes eleven resource providers
Indiana, LOM, NCAR, NCSA, NICS, ORNL, PSC, Purdue, SDEC, TACC and UCIANL.

X Find: | comment & Mext 4 Previous & Highlight &l [] Matchcase (% Reached end of page, continued From top

Dore

portal.teragrid.org ()
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Ranger

 Ranger — Sun Constellation Linux cluster, in production since
February of 2008
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Pictures from www.tacc.utexas.edu
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Ranger

— 3,936 AMD Opteron (Barcelona) Nodes
» Four socket, quad-core (62,976 cores, 2.3 GHz)
— 579 TFlops Peak Performance
— 125 TB Memory (2GB/core)
— 32 GB/ Node

— 1.7 PB Storage (Lustre Parallel File System)
— Broken into several different file systems
— An tape storage device provides 10PB offline storage

— InfiniBand Interconnect (2x 3456-port switches)
— 1GB point to point connection
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Ranger Data

* No local disk storage (booted from 8 GB compact flash)

 User data is stored on 1.7 PB (total) Lustre file systems, provided by
72 Sun x4500 I/O servers and 4 Metadata servers.

« 3 mounted filesystems, all available via Lustre filesystem over IB
connection. Each system has different policies and quotas.

mies | Totaisize | quota per usen | Ferent”

SHOME ~100 TB Backed up nightly;

Not purged
_ Not backed up; Not
SWORK 200 TB 350 GB ourged
Not backed up;
$SCRATCH ~800 TB 400 TB Purged every 10

days
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Ranger Software Configuration

 Rocks-based (4.1) Linux
— 2.6.18.8 Linux kernel

Compilers
— Intel 9.1 and 10.1, PGI 7, SunStudio 12, gcc 4.2 &4.3

Numeric libraries

— ACML, MKL, FFTW, scalapack, gotoblas,gsl, numpy
« MPI

— Mvapichl and 2

Debugging/etc tools

— mpiP, DDT, Tau, Papi
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Spur

* Spur is the new visualization resource attached to Ranger
8 Compute nodes
— 128 GB RAM
1 Node has 256 GB
— 4 NVIDIA FX5600’s

» 6 of the nodes via a QuadroPlex 2100
* 1 via 2 QuadroPlex 1000s

« 1.5GB GDD3/GPU

o 77GB/s Memory Bandwidth.

» Spur shares the IB connection with Ranger and has all file systems
mounted.

« Ranger data can be visualized without having to move simulation
results off of Ranger.
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